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Abstract. Faults in the realization and usage of cyber-physical systems can cause
significant security issues. Attackers might exploit vulnerabilities in the physical
configurations, control systems, or accessibility through internet connections. For
CPS, two challenges are combined: Firstly, discipline-specific security measures
should be applied. Secondly, new measures have to be created to cover interdis-
ciplinary impacts. For instance, faulty software configurations in cyber-physical
production systems (CPPS) might allow attackers to manipulate the correct con-
trol of production processes impacting the quality of end products. From liability
and publicity perspective, a worst-case scenario is that such a corrupted prod-
uct is delivered to a customer. In this context, security-oriented fault-tolerance in
Systems Engineering (SE) requires measures to evaluate interdisciplinary system
designs with regard to potential scenarios of attacks. The paper at hand contributes
a conceptual threat modelling approach to cover potential attack scenarios. The
approach can be used to derive both system-level and discipline-specific security
solutions. As an application case, issues are focused on which attackers intend
to exploit vulnerabilities in a CPPS. The goal is to support systems engineers in
verification and validation tasks regarding security-oriented fault-tolerance.

Keywords: Systems engineering - Threat modelling - Scenario-based analysis

1 Motivation and Approach

Faults in the realization and usage of cyber-physical systems (CPS) can cause signifi-
cant security issues. Fault tolerance is the ability of a system to tolerate faults without
limitations in its performance of functions [1, 2]. The term ‘fault’ refers to unpermitted
deviations of characteristics of a technical system. Thus, a fault represents a state of the
system; fault tolerance requires fault detection, fault diagnosis and fault management by
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design [2]. Typical perspectives in design phases are focused on (potential) impacts of
faults in terms of reliability, availability and safety [2].

At the same time, designers target security of a technical system. The system should
withstand intentional attacks [3]. Assuming ‘security’ as a system characteristic, a fault-
tolerant system needs to perform as usual even in the event of such an attack, with-
out causing any failures or malfunctions. Attackers might exploit vulnerabilities in the
physical configurations, control systems, or accessibility through internet connections.
For CPS, two challenges arise: Firstly, discipline-specific security measures should be
applied. Secondly, new measures have to be created to cover interdisciplinary impacts.

Cyber-Physical Production Systems (CPPS) [4] are treated as a specific field of
research. Two levels have to be considered, the production process performed by the
system and the product produced within that process. Faults might impact both levels.
For instance, faulty software configurations in CPPS might allow attackers to manipulate
the correct control of production processes, impacting the quality of end products. From
liability and publicity perspective, a worst-case scenario is that such an attack is not
detectable as a process deviation and, consequently, a corrupted product is delivered to
a customer. Examples are already given in various branches [5].

In this context, security-oriented fault-tolerance in Systems Engineering (SE)
requires measures to evaluate interdisciplinary system designs with regard to potential
attack scenarios. Requirements of systemic threat modelling are documented in Sect. 3.
An analysis of related work indicates that current methods and tools are specialized to
single domains even when they are motivated by interdisciplinary fault analyses (Sect. 4).
This paper contributes a conceptual threat modelling approach to cover potential attack
scenarios from a holistic system’s application perspective (Sect. 5). The approach can
be used to derive both system-level and discipline-specific security solutions. As an
application case, issues are focused on which attackers intend to exploit vulnerabilities
in a CPPS. The goal is to support systems engineers in verification and validation tasks
regarding security-oriented fault-tolerance.

2 State of the Art

This paper focuses on challenges in the design of Cyber-Physical Production Sys-
tems (CPPS) as a special type of integrated Cyber-Physical systems (CPS). The app-
roach is driven by two main demands: enabling traceable fault-tolerance from system
to component level and, at the same time, ensuring security-oriented fault-tolerance
from component to system level. Domain and demands are concretized in the following
sections.

2.1 CPS and CPPS

CPS are highly networked technical objects that contain embedded systems, can
exchange digital information and can use other services. With appropriate sensors, they
are linked with the environment, save available data, evaluate them with the help of ser-
vices and influence the physical world with actuators (cf. Figure 1). They are connected
by means of internet technologies [4].
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Fig. 1. Terminology and relationships of CPPS [4] and fault-tolerance [2]

Lee defines the term as follows: “Cyber-Physical Systems (CPS) is an integration of
computation with physical processes. Embedded computers and networks monitor and
control the physical processes, usually with feedback loops where physical processes
affect computations and vice versa.” [6] The term CPPS is derived from the definition of
CPS. Accordingly, a CPPS is a production system that has the characteristics of a CPS.
Production systems are socio-technical systems that transform input into output through
value-adding and supporting processes. For this purpose, resources like machines, trans-
port systems etc. are used. The objective of running a production system is the capability
to produce the right products at the right time in the defined quality at reasonable costs. In
contrast to conventional production systems, CPPS are communicate via internet. They
are able to collect process information, which allows an integrated cognition and artifi-
cial intelligence [7]. The complete implementation of a CPPS may be entitled “Smart
Factory”. Materials, products and systems are equipped with sensors and actuators and
ideally organized without human intervention [8].

Security in CPPS is mainly focused on issues related to information and commu-
nication technologies, especially smart grid. This is confirmed by Nguyen et al. who
conducted a systematic study on approaches of Model Based Security Engineering [9].
Sadeghi et al. emphasize that security issues have to be addressed on all CPPS abstrac-
tion layers [5]. They elaborate on electronics, software and even humans. In addition to
their approach, machines with their physical dimension should be included within CPPS
system boundaries.

2.2 Security and Fault-Tolerance in Systems Engineering

Fault-tolerance implies detection, analysis and management of faults. These function-
alities have to be integrated across all system-levels. Systemic fault-tolerance is mainly
focused from the perspectives of safety, requiring system integrity. Typically, methods
like Failure Modes and Effects (and Criticality) Analysis (FMEA/FMECA), Hazard
Analysis as well as Event and Fault Tree Analysis (ETA/FTA) are combined for system
safety and reliability in design phase [2]. In late 1990’s, the Systems Security Engi-
neering (SSE) project team identified capability levels and relevant process areas of SSE



Security-Oriented Fault-Tolerance in Systems Engineering 1461

without specifying particular methods or processes [3]. As aresult, SSE related practices
were captured in ISO/IEC 21827. The model focuses specifically on information sys-
tems security. For the paper at hand, considerations of security risks, threats (including,
for instance, threat agent’s capabilities) and system security verification and validation
(V&YV) are relevant foundations.

Searching the library of the Design Society shows only very few publications related
to fault-tolerance. Deyter et al. provide a case study of applying FTA on the principle
solution using application scenarios in an early design phase of mechatronic systems
[10]. Kolberg et al. propose a methodology to support design changes; they build up on
six established “methods” from problem formulation to fault-tolerance [11]. Extending
the literature review to google scholar, applications in specific branches can be added.
Rostami et al. present brief insights into scenarios of threats propagating along globalized
semiconductor supply chain [12]. Isaksson and Ritchey target system-level threats in their
domain of nuclear facilities [13] where artefacts like the Design Basis Threat (DBT) are
obligations.

2.3 Security-Oriented Fault-Tolerance

Security-orientation means coverage of various properties according to established secu-
rity taxonomies (cf. [14]). The library of the Design Society does not contain any paper
referring to both ‘faults’ or ‘malfunctions’ and ‘security’.

In general, the reason for a fault is in the first place not important to the system
designer. Hence, the term “fault” is used to cover all kind of faults. In contrast to safety,
security-oriented faults describing faults caused by an (successful) attack to the sys-
tem and are always based on a malicious intention. Since fault-tolerance describes the
degree a system can handle faults without limitations to its behaviour, we argue that
it is conceptual related to the term “threat modelling” [15] of the security domain. In
threat modelling, potential threats to the system but also mitigations to these threats are
defined. To determine which threats are relevant, security risk assessment is an essential
part of a threat modelling approach. However, the only way to remove a threat com-
pletely from the system is to remove all affected system parts. Hence, when addressing
potential threats, these threats are only mitigated and, therefore, a certain probability
for these threats remain. Since it is not possible to prevent attacks, the goal of threat
modelling is to find design decisions decreasing the probability of a successful attack
and, therefore, increasing the systems security-oriented fault tolerance.

Moreover, following the concept of “defence-in-depth”, a systematic threat mod-
elling approach takes scenarios into account in which countermeasures are circumvented
by an attacker or simply not correctly implemented. One essential part is to split the sys-
tem into so-called “trust-zones” and to restrict privileges for each zone or system part to
the minimum (“Principle of Least Privilege”). This technique helps to reduce the impact
of an attack and, therefore, make the system more tolerant to certain attacks.

Hence, threat modelling can be used to systematically determine the degree a system
is protected against threats or attacks respectively. In combination with a methodology
ensuring continuous threat modelling along the whole engineering process, it is the root
for security-oriented fault-tolerance.
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In addition, when securing a system, it is always assumed that not all attacks can be
known beforehand (for instance, if a used cryptographic library gets outdated). Thus, for
some scenarios countermeasures are implemented that focus on detecting (and report-
ing) attacks instead of prevent them. Prominent examples are here Intrusion Detection
Systems (IDS) or cryptographic signatures (e.g. to ensure the integrity of assets). Hence,
threat modelling also covers threat scenarios that may occur in the future.

3 Requirements of Systemic Threat Modelling

When designing a method for security-oriented fault tolerance in the context of highly
interdisciplinary development, there are several requirements such a method should take
into account. They are derived from the different perspectives analyzed in Sect. 2. Firstly,
there are requirements regarding the methodology itself focusing on the process as well
as the context in which the method is applied. The method should

(R1) support all stages/steps of the engineering process, for instance, INCOSE Sys-
tems Engineering processes [16], VDI 2206V model of product and respective produc-
tion system development (current state [17] and evolution [18]) up to operation and
decommissioning stages,

(R2) cover informal and formal security requirements and threat descriptions, and
(R3) support interdisciplinary threat elicitation, risk analysis and mitigation.

Furthermore, it is essential that a method is not built from scratch but can be inte-
grated into existing development frameworks. Therefore, the following requirements are
important regarding the contextualization of the method. The method should

(R4) utilize standard vocabularies across disciplines, branches and system-levels,

(RS) be based on standard modelling methods/languages, and

(R6) take into account standard branch-specific scenarios documented in guidelines,
directives or even norms.

In addition, a threat model can provide a backbone when collecting, persisting, and
analyzing potential threats. The threat model should

(R7) cover both product security and CPPS security and their dependencies,

(R8) be extendable for new scenarios,

(R9) target all levels of system architectures bi-directionally (breaking down scenarios
from system to component level, aggregating security assessments from component to
system level),

(R10) allow for traceability of issues from faults to threats to misuse cases, and

(R11) be formalized to support derivation of Verification & Validation/test specifications.

4 Related Work

Since decades, scenario analysis is applied to inform decision making in a comprehensive
and tangible way [19], including approaches supporting systems engineers [20]. Threat
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scenarios can be approached from three different perspectives: prognosis of potential
future threats in general, modifications of an application scenario in terms of possible
or even probable stories [21] as well as modifications of a system specification that
describes a system state in case of an attack [22]. The library of Design Society does not
contain any publication which covers both “threat” and “model*” as keywords. Three
search results are only focused on threats regarding disruptive innovation, value-centric
development and IP protection. Extending the review of related work on scenario based
interdisciplinary approaches, google scholar indicates only partial overlaps. Kim and
Cha apply a scenario based threat modelling approach on a broadband convergence
Network [23] specifically focusing on information systems. Detecting insider threats is
a special field of applications (cf., for instance, [24]).

SysML-Sec [25] is a model-driven engineering approach that “aimed at fostering
the collaboration between system designers and security experts” [26] during all phases
of the development of cyber-physical systems. It is based on SysML and provides cus-
tomized SysML diagrams to describe security-related system parts. It also provides a
methodology for a systematic development focusing on closing the gap between safety
and security modelling. It covers steps for (security) requirements engineering, system
design, design validation, and also (partially) code generation for the target system.
In contrast to our approach, SysML-Sec focuses only on the development of CPS but
does not take the special requirements of CPPS into account nor it takes the security
requirements for the product into account.

5 Scenario-Based Security-Oriented Fault-Tolerance Validation

In this section, the proposed approach is presented based on the development steps
shown in Fig. 2 and its application in a laboratory environment. The conceptual approach
combines scenario-based and security-oriented development steps and iterative Model
Based Systems Engineering methodologies. Threat modelling techniques are integrated
into existing MBSE methods targeting, on the one hand, requirements R4 and RS but
also R1 since the threat modelling is refined along the whole development cycle.

5.1 Conceptual Approach

Assuming a system specification is available after development iteration (S;), its
fault-tolerance shall be validated regarding identified threats [22]. S; is specified by
SysML referring to discipline specific co-models (like UML for software and STEP for
mechanics) according to [4].

System-level security requirements are based on security policies and global secu-
rity requirements. Global means system independent, often companywide specifica-
tions. Since these requirements are adopted specifically for product and production
system in early planning steps, it is essential that they can be defined informally first and
are getting refined at later development steps (cf. R2). These might differ in terms of
branches, markets, countries and other aspects, for instance based on data privacy reg-
ulations like the GDPR. We assume that the security policies and security requirements
are elicited using existing methods based on the combination of system assets and threat
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Fig. 2. Conceptual approach of fault-tolerance validation: Complementing Systems Engineering
and discipline specific engineering by means of Scenario-Technique and threat modelling

categories like STRIDE [15] or common security properties like CIA [27] (cf. R6). On
the one hand, they are complemented by discipline-specific security requirements. On
the other hand, threat identification as an activity of risk analysis is performed (main
path in Fig. 2). To ensure security on all levels, addressing a global security requirement
has to be accomplished by different disciplines in combination (cf. R3).

The Scenario Technique is proposed as a method to estimate potential threats: Early
phases of the scenario technique target artefacts like personas and abuse/misuse cases
[28], future evolutions are estimated by influence factors and corresponding projections
of possible futures which are aggregated into scenarios [29]. Influence factors are derived
based on morphological analyses (cf. [13]) considering system-level security taxonomies
(cf. [14]). Scenarios are used as descriptive models which are comprehensive for all
stakeholders [19]. Scenarios are analyzed with regard to threats on system and sub-
system/component levels. Resulting threats are formalized for uptake in engineering
tools. Effects in terms of faults within the system/sub-system/component as well as
impacts between systems (esp. production faults impacting products) can be derived.

A system-level threat scenario means a modification of S; representing a threat
causing a faulty state of the system. Once an initial set of threat scenarios are identified,
these scenarios have to be refined to discipline-specific threats (describing which part of
the scenario can be tackled by which discipline). Existing threat modelling techniques are
integrated for each development stage (cf. [30]). Similar to [25], we suggest to use attack-
defense graphs for documenting the refinement of threat scenarios into sub-scenarios
and to define potential mitigation. This technique allows defining relations between the
impacts on different system parts and different disciplines (cf. R9). Explicit modelling
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of relationships allows traceability along all analysis stages. This applies especially to
traceability of threats and impacts between production system and materials/products
handled within corresponding processes and transferred into customer use cases later.
While a threat might refer to an element of the production system (e.g., a manufacturing
cell in a company’s factory), the impact might become active in product use at a cus-
tomer’s location (cf. Sect. 5.2). For this reason, we argue that it is essential to apply a
holistic threat model covering both the production system and the product in one threat
model. When eliciting or refining threats and mitigations, the security experts have to
tag involved disciplines but also which part of the system or the product is affected by a
threat or responsible for the correct implementation of a mitigation (cf. R7). Noteworthy
is that security engineers of one discipline may define other disciplines as responsible
for a mitigation during the discipline-specific Engineering.

Since it is unsuitable to review the whole threat model, it is important to enable
discipline-specific views on the model showing only the relevant parts and impacts to
the engineer [31]. Creating new threats or mitigations for another discipline will open
up new threat model parts that have to be discussed at the beginning of the next itera-
tion (Si+1) by all involved disciplines before it becomes approved for the threat model.
Correspondingly, at each iteration step, it can be determined if all desired mitigations
are (designed to be) in place. If a specific threat is not mitigated sufficiently, it may be
refined again or delegated to other disciplines as well in the next iteration. When all threat
scenarios are sufficiently addressed (which is when the fault-tolerance is high enough),
the threat is marked as mitigated and the iteration stops. If there are no un-mitigated
threats, the threat modelling stops until changes to the threat model or the system mod-
els are made and a new iteration is necessary. Using iterations that are update whenever
a model changes helps keeping the threat model up to date and to integrate new threats
and mitigations when needed (cf. R8).

5.2 Application Case in Cyber-Physical Production Systems

An application case is simulated in a laboratory environment at Heinz Nixdorf Institute
in Paderborn. Within a realistic factory environment, exemplary mechatronic products
are produced like remote controlled cars (RC cars) and small drilling machines [7]. The
lab is established as a complete production system with manufacturing cells, assembly
station/line, material flow sub-system and software. All manufacturing cells include dif-
ferent manufacturing techniques (milling, turning and 3D printing) and industrial robots
(portal robot, articulated robot and cobot). The software architecture spans from product
configuration and Enterprise Resource Planning (ERP) to manufacturing execution and
process control. For the analysis of security-oriented faults and corresponding fault-
tolerance measures, a scenario is chosen which covers intentional security breaches in a
production system producing RC cars, threats that are implied for products and impacts
for end customers. Even though the example is far from real cars, correspondences
between the lab case and real applications can be analyzed.

A sample scenario is defined as follows (cf. Fig. 3): Amongst others, a persona
is defined regarding the intention to reduce trust in products of automotive industries
by provoking technical issues up to accidents of private cars. A sample misuse case
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describes data manipulation causing the 3D printer to produce lower quality parts. Tech-
nically speaking, load-bearing capacity of parts is reduced by manipulating manufac-
turing parameters; standard non-destructive testing for quality assurance would not be
capable of recognizing this threat before shipment to customers.

r Scenario "\
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. = : s
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Fig. 3. Artefacts of scenario-based and security-oriented fault-tolerance validation

Scenario Technique is applied based on the assumption that relevancy, probability
and business impact of misuse cases are influenced by various factors. Considering use
cases as contextual frame for product usage, influence factors are collected in influence
fields. Such fields subsume generic aspects like ‘trust in technology in general’ as well
as specific one for automotive. In this sample scenario, ‘interrelations with international
politics’ and ‘technical expertise of potential attackers’ were identified as relevant fields
based on published studies in this domain. Cross-impact analysis results in clusters of
active and/or passive factors. Projections are derived from statistics, simulations and
expert workshops with emphasis on active factors. For instance, governments might
tend to partnership or tend to global competition in protected national markets. End cus-
tomers might keep trust in specific automotive companies or tend to switch to quickly
to competitors benefitting from an attack. Hence, attackers can put higher pressures
on companies. For realistic scenarios, consistency is checked for all combinations of
projections. The aforementioned scenario results from assumptions that there is a sig-
nificant risk of international attacks targeting impact on large groups of end customers.
Based on these scenarios, threats are analysed upstream: Starting from targeted threats
(car defects), the product creation process is investigated towards early production stages
(delivery of raw material, printing of circuit boards, coding of software packages). Along
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this chain, potential structural and behavioural implications on system elements are
annotated within the system model and its partial models.

Fault-tolerance is enabled by applying threat mitigation measures to potential threats.
More specifically, defence-in-depth means to combine different measures to mitigate
single or aggregated threats across all levels of the system architecture. With regard to
the exemplary scenario, various measures could be combined in Systems Engineering:
From a software engineering perspective, digital signatures for manufacturing data can
avoid data breaches. From a mechanical engineering perspective, triggers can be applied
to manufacturing execution data for fault detection and additional testing procedures can
help to recognize affected products before shipment.

6 Summary and Outlook

The conceptual approach integrates approaches of misuse case modelling, scenario tech-
nique, threat modelling and Model Based Systems Engineering. The challenge is to
derive inputs for fault-tolerance engineering from system-level to discipline specific lev-
els of the system architecture. Vice versa, risk assessments and mitigation measures have
to be aggregated from component to system level. To achieve both top-level requirements,
the entire chain from conceptual modelling of scenarios to threats needs to be formalized
in a way that systems engineers and developers are supported on their corresponding
interaction levels. An application case is presented as a first validation in laboratory
environment. The conceptual approach will be used to contribute to methodological
frameworks, modelling languages and computational tools in future.
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